Prediction of Students Passed on Time with Classification Technique Using Have Naïve Bayes Algorithm
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Abstract:

Student data and student graduation data at Budi Luhur University produce abundant data in the form of student profile data and academic data. This happens repeatedly and causes a buildup of student data so that it affects the search for information on that data. This study aims to classify student data at the Budi Luhur University Faculty of Information Technology class of 2011 - 2013 S1 and S1 study program levels by utilizing the data mining process using classification techniques. The method used is CRISP-DM through a process of business understanding, data understanding, data preparation, modeling, evaluation and deployment. The algorithm used in this study is the Naïve Bayes algorithm. Naïve Bayes is a simple probabilistic based prediction technique based on the application of the Bayes theorem or rules with a strong assumption of independence on features, meaning that a feature in a data is not related to the presence or absence of other features in the same data. The attributes used are Force, Gender, Study Program, Working Status, Scholarship Status, Father's Income, Semester 1 IP, Semester 2 IP, Semester 3 IPS, Semester 1 SKS, Semester 2 SKS, Semester 3 SKS and Judicial Date. The results of this study have an accuracy level of 90.36 and can be used as a basis for making decisions to determine policies by the University of Budi Luhur.
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I. INTRODUCTION

Higher education is one of the organizations that provide educational services to the community and a place to pursue higher education. With the development of the era, there are also more universities as providers of academic education for students. Both public and private universities compete to be the best tertiary institution to produce the best graduates. Under RI Law No. 20, universities are expected to provide quality education for students so as to produce knowledgeable, capable and thoughtful human resources. One factor that determines the quality of
tertiary institutions is the percentage of students’ ability to complete their studies on time.

Based on the accreditation instrument assessment matrix of the Higher Education National Accreditation Agency study program, the percentage of students who graduate on time is one element of university accreditation assessment. Universities try hard so that the percentage of students who graduate on time is always high, however there is an imbalance between the entry and exit of students who have completed their studies. Students who enter in large numbers, but students who graduate on time in accordance with the provisions of far are very small compared to the entry. This results in the accumulation of high numbers of students in each graduation period.

One of the providers of education in South Jakarta is Budi Luhur University, located on Jl Raya Ciledug, North Pertukangan, South Jakarta. The problems that occur are students who enter in large numbers, but students who graduate on time are far less than the entry. Budi Luhur University also does not yet have a system to get an accurate level of student graduation on time.

To overcome this problem the authors use the classification technique method with the Naïve Bayes algorithm. Naïve Bayes was chosen because it was considered to have high accuracy in the process of all the attributes used.

II. THEORETICAL BASIS

A. Definition of Prediction

A process of estimating systematically about something that is most likely to occur in the future based on past and present information that is owned, so that the error (the difference between something that happens with the estimated results) can be minimized. Prediction does not have to provide a definite answer to events that will occur, but rather try to find answers as close as possible to happen [1].

B. Understanding Data Mining

According to Han, J. Kamber, M & Jian, Pei said that "Data mining is a scientific discipline that studies methods for extracting knowledge or finding patterns from data [2]. According to Santosa, data mining is a method of processing data to find hidden patterns from the data. The results of data processing with this data mining method can be used to make decisions in the future. Data mining is also known as pattern recognition [3]. Han, J. Kamber, M & Jian, Pei mentioned that KDD or Knowledge Discovery from Data, is a structured process, which is as follows:

1) Data Cleaning is the process of cleaning data from data noise and is not consistent.
2) Data Integration is the process of combining data from several different sources.
3) Data Selection is the process of selecting data from a database that is suitable for the purpose of analysis.
4) Data Transformation is the process of changing the shape of data into data suitable for the Mining process.
5) Data Mining is an important process that uses a certain method to obtain a pattern from data.
6) Pattern Evaluation is the process of identifying patterns.

KDD is an organized process for identifying valid, new, useful and understandable patterns from a large and complex dataset [4].
D. Naïve Bayes Algorithm

Naïve Bayes algorithm is one of the algorithms in the classification technique. Naïve Bayes is a classification of probabilistic and statistical methods proposed by the British scientist Thomas Bayes, which predicts future opportunities based on past experience so that it is known as Bayes’ Theorem. The theorem is combined with Naïve where it is assumed that conditions between attributes are mutually independent. Naïve Bayes classification is assumed that the presence or absence of certain characteristics of a class has nothing to do with the characteristics of other classes [6].

The equation from the Bayes theorem is:

$$P(H = x_i | Y = y_i) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(X_i - \mu)^2}{2\sigma^2}}$$

Information:
P: Opportunity.
x_i: Attribute value to i.
y_i: Sub-class sought.
\(\mu\): Mean, declares the average of all attributes.
\(\sigma\): Standard deviation, denotes variance of the whole attribute.

III. RESEARCH METHODOLOGY AND DESIGN

A. Method of Collecting Data

The methods used by researchers are:

1) Literature review
   This method is done by studying, researching, and reading books, information from the internet, journals, theses and theses related to the case under study.

2) Secondary Data Collection
   Done by asking for data from records, documentation, administration in accordance with the problem under study from the relevant section.

B. Model Analysis and Prototype Techniques

Based on the CRISP-DM (Cross Standard Industries for Data Mining) data mining architecture, the following data mining steps are carried out:

1) Business Understanding
   There is difficulty in predicting student graduation on time at Budi Luhur University. For this reason, this research will conduct research using a dataset to predict student graduation on time at Budi Luhur University.

2) Data Understanding
   For the selection of student graduation predictions on time, data obtained from the Information Technology Directorate of Budi Luhur University consisting of 14 attributes,
of which 13 are predictor attributes and 1 attribute is results. The attributes that are parameters are shown in table I, namely the attribute reference:

<table>
<thead>
<tr>
<th>No</th>
<th>Attribute</th>
<th>Value</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Generation</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>Gender</td>
<td>1</td>
<td>Male</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Female</td>
</tr>
<tr>
<td>3</td>
<td>Majors</td>
<td>1</td>
<td>Information System</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>System</td>
</tr>
<tr>
<td>4</td>
<td>Working Status</td>
<td>0</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>Type of Scholarship</td>
<td>0</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>Father’s Income</td>
<td>0</td>
<td>Less than 500000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>500000 – 999999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1000000 – 1999999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2000000 – 4999999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>5000000 – 2000000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>More Than 2000000</td>
</tr>
<tr>
<td>7</td>
<td>SKS Lulus Semester 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>SKS Lulus Semester 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>SKS Lulus Semester 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>IP Semester 1</td>
<td>0</td>
<td>Less than 1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1.5 – 2.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>2.41 – 3.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>3.41 – 4</td>
</tr>
<tr>
<td>11</td>
<td>IP Semester 2</td>
<td>0</td>
<td>Less than 1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1.5 – 2.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>2.41 – 3.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>3.41 – 4</td>
</tr>
<tr>
<td>12</td>
<td>IP Semester 3</td>
<td>0</td>
<td>Less than 1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1.5 – 2.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>2.41 – 3.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>3.41 – 4</td>
</tr>
<tr>
<td>13</td>
<td>Judicial Date</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Passed Information</td>
<td>on Time</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Not on Time</td>
<td></td>
</tr>
</tbody>
</table>

3) Data Preparation
The data obtained for this study were 1556 student records. To get quality data, there are several preprocessing techniques that are used, namely:

a. Data validation, to identify odd data (outliner / noise), inconsistent data, and incomplete data (missing value). From the attributes contained odd and inconsistent data is the father's income attribute, IPS semester1, IPS semester2, IPS semester3.

b. Data size reduction and discretization, to obtain a dataset with a smaller number of attributes and records that are informative. After the preprocessing process can be done training data. Training data is obtained from the distribution of data sources totaling 1556 records, where by using the holdout method two-thirds of the data sources namely records are allocated for training data and the remaining one third is records allocated for testing data.

4) Modeling Phase
This stage is also called the learning stage because at this stage the classification training data by the model then produces a number of rules. In this study, modeling using the Naïve Bayes algorithm.

5) Evaluation Phase
In the evaluation phase, testing of models is carried out to obtain accurate model information. Evaluation and validation using precision, recall, f-measure and accuracy.

6) Deployment
After forming the model and analyzing and measuring it in the previous stage, then at this stage the most accurate model is also applied to determine the classification of student graduation predictions on time.

C. Testing
The confusion matrix method represents the results of the model evaluation using a matrix table, if the dataset consists of two classes, the first class is considered positive and the second class is considered negative. Evaluation using confusion matrix produces accuracy, precision, recall and f-measure values.
Accuracy in classification is the percentage of accuracy of data records that are classified correctly after testing the results of classification.

Precision is a positive predicted case proportion that is also true positive on the actual data. Recall is the proportion of positive cases that are actually correctly predicted correctly.

**TABLE II**

<table>
<thead>
<tr>
<th>Predicated class</th>
<th>True Class</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>True Positive (TP)</td>
<td>False Negative (FN)</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>False Negative (FN)</td>
<td>True Negative (TN)</td>
<td></td>
</tr>
</tbody>
</table>

True positives (tp) are the number of positive records in the dataset that are classified as positive or the number of positive records in the dataset that were detected correctly. True negative (tn) is the number of negative records in the dataset that are classified negatively or the number of negative records in the dataset that are detected correctly.

False positive (fp) is the number of negative records in a dataset that are classified positively or the number of negative records in a dataset that are detected as positive data while False negative (fn) is the number of positive records in a dataset that is classified negatively or the number of positive records in the dataset detected as data negative. Here is the confusion matrix model equation:

1) Precision used to measure how much the proportion of positive data classes that successfully predicted correctly from the overall positive class prediction results, which is calculated using the equation:

\[
\text{precision} = \frac{tp}{tp+fp} 
\]  

(3.1)

2) Recall used to show the percentage of positive data classes that were successfully predicted correctly from the overall positive class data, which is calculated by the equation:

\[
\text{recall} = \frac{tp}{tp+fn} 
\]  

(3.2)

3) F-Measure is a combination of precision and recall which is used to measure the ability of the algorithm in classifying minority classes. The f-measure calculation uses the function as follows:

\[
F - \text{Measure} = \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}} 
\]  

(3.3)

5) Accuracy is the amount of comparison of the correct data with the total amount of data. Can be calculated using the equation:

\[
\text{accuracy} = \frac{tp+tn}{tp+tn+fp+fn} \times 100\% 
\]  

(3.4)

**IV. RESULT AND DISCUSSION**

**A. Data Grouping**

Table III provides 10 examples of training data that will be used in this study.

**TABLE III**

<table>
<thead>
<tr>
<th>Class</th>
<th>Data Grouping</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table V is an example of timely data that will be used in this study.

**TABLE V**

<table>
<thead>
<tr>
<th>Class</th>
<th>Data Grouping</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
EXAMPLES of TIMELY DATA

Table VI is an example of non-timely data that will be used in this study.

### TABLE VI
**EXAMPLES of NOT TIMELY DATA**

<table>
<thead>
<tr>
<th>Week</th>
<th>Letter</th>
<th>Gender</th>
<th>Father's income</th>
<th>IP Semester 1</th>
<th>SKS Semester 1</th>
<th>IP Semester 2</th>
<th>SKS Semester 2</th>
<th>IP Semester 3</th>
<th>SKS Semester 3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>New</td>
<td>Male</td>
<td>2</td>
<td>2.8</td>
<td>22</td>
<td>2</td>
<td>24</td>
<td>2.2</td>
<td>24</td>
<td>18</td>
</tr>
<tr>
<td>1</td>
<td>New</td>
<td>Male</td>
<td>2</td>
<td>2.8</td>
<td>22</td>
<td>2</td>
<td>24</td>
<td>2.2</td>
<td>24</td>
<td>18</td>
</tr>
</tbody>
</table>

**B. Naïve Bayes Algorithm**

1) **Prior Probability**

Average manual calculation of each attribute as follows:

\[ \mu(IP_{Semester1}|Tepat) = \frac{1.6+2.75+...+2.8+3.35}{977} = 2.89 \]  

2) **Standard Deviation**

\[ \sigma(IP_{Semester1}|tепат) = \sqrt{\frac{(1.6 - 2.89)^2 + (2.75 - 2.89)^2 + ... + (2.8 - 2.89)^2 + (3.35 - 2.89)^2}{977 - 1}} \]

\[ = \sqrt{0.1998} \]

\[ = 0.0999 \]

3) **Posterior Probability**

**TABLE IX**
**PROBABILTY of POSTERIOR**

<table>
<thead>
<tr>
<th>New Case</th>
<th>Value</th>
<th>Right</th>
<th>Late</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Female</td>
<td>0.302968</td>
<td>0.105354</td>
</tr>
<tr>
<td>Father's income</td>
<td>1</td>
<td>0.01228</td>
<td>0.10727</td>
</tr>
<tr>
<td>IP Semester 1</td>
<td>3.45</td>
<td>1.37</td>
<td>1.16</td>
</tr>
<tr>
<td>IP Semester 2</td>
<td>3.5</td>
<td>1.40</td>
<td>1.07</td>
</tr>
<tr>
<td>IP Semester 3</td>
<td>3.29</td>
<td>1.15</td>
<td>1.20</td>
</tr>
<tr>
<td>SKS Semester 1</td>
<td>22</td>
<td>0.19</td>
<td>0.18</td>
</tr>
<tr>
<td>SKS Semester 2</td>
<td>24</td>
<td>0.10</td>
<td>0.08</td>
</tr>
<tr>
<td>SKS Semester 3</td>
<td>24</td>
<td>0.20</td>
<td>0.08</td>
</tr>
</tbody>
</table>

4) **Posterior**

Result of Posterior:

\[ P(Right) = 0.93 \]

\[ P(Late) = 0.067 \]

**C. Evaluation Testing Result**

The technique used to divide the dataset into training data and testing data is the hold out method where in the initial data hold out method that is labeled is partitioned into two random sets called training data and testing data. The proportion of data entered into training data and testing data is 2/3 training data and 1/3 testing data.

The test is performed with a confusion matrix consisting of precision, recall, f-measure and accuracy performed on a dataset that is processed using the Naïve Bayes algorithm. The purpose of this test is to find the accuracy of the predictions of the models that have been made. Confusion matrix testing for datasets that are processed using the Naïve Bayes algorithm for the value of accuracy can be seen in Fig 3.
V. CONCLUSION

Based on research that has been done, it can be concluded as follows:

From the results of the research that has been carried out, it can be concluded that the application of data mining using the Naïve Bayes algorithm can predict the accuracy of students' graduation on time with the determined study period with the results of testing the accuracy level of 90.36%.
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