Deepening Learning the Transformation Process for Fast Image Enhancement
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Abstract:

We propose a novel deep learning-based image enhancement method which learn the transformation function or matrix instead the image content to achieve fast enhancement of the image. The structure of the Network used in this work utilizes four residue blocks of the ResNet-18 as the basenet to train the transformation function or matrix of the input image F, and outputs the transformation matrix H, thus this net is also named FHNet. With the learned information contained in the transformation matrix H, the enhancement of the image feature is easily implemented with multiplying the transformation matrix with the input images, that is G=HF. This method is proved to be effective for the feature enhancement of the image, and which can process the image enhancement with fast speed and high quality. Compared with conventional method, our proposed method can effectively solve the problem of color distortion and characters with small memory consumption, low computation cost and high speed.
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I. INTRODUCTION

Image enhancement is an important branch of digital image processing, which are important in many fields, such as precision medical[1-3], nanoscale light element identification [4], Robot[5], Fault and Fraction Network identification[6], magnetic resonance imaging[7-9], 3D printing [10], Earth Observing[11]. Underwater Animal Detection and Classification [12], Optical Microscopy [13], image processing [14-17]. Due to the influence of scene conditions, the visual effect of image shooting is not always good, which requires image enhancement technology to improve human visual effect, such as highlighting some characteristics of the object in the image, extracting the characteristic parameters of the object from the digital image, etc., which are conducive to the recognition, tracking and understanding of the target in the image. The main content of image enhancement is to highlight the interested part of the image and weaken or remove unnecessary information. In this way, the useful information can be enhanced, so that a more practical image can be obtained or converted into an image more suitable for human or machine analysis and processing.

In fact, there have been lots of enhancement algorithms reported for the image contrast enhancement, image noise reduction and image brightness improvement for low-light images [18]. Among the algorithms, histogram equalization (HE) algorithm is a typical approach [19], which simply reassigns the distribution of the different value of
image pixels to make them uniform distribution. However, HE algorithm usually loss image details. To deal with this problem, another enhancement algorithm based on the Retinex theory are proposed. The Retinex-based algorithms separate the image into illumination part and reflection part and process them with Gaussian low-pass filtering and logarithmic transformation respectively [20]. However, these algorithms always lead to unpleasant artifacts to the final results. In addition, enhancement algorithms with dehazing process [21], can give a good result but usually lead to the images over enhanced and exaggerated.

In recent decade years, there have developed many methods based on deep learning or machine learning framework [22–30]. These approaches are proved to be effective and superior to previous traditional algorithms in multiple areas[31-34].

We present a new network architecture, named FHNet, that is learning the image transformation process instead the image itself, to achieve the fast enhancement of the input images with fast speed and high quality.

II. FHNET ARCHITECTURE

A. Conventional image enhancement method

Conventional image enhancement methods can be divided into two categories, e.g. spatial domain method and frequential domain method. The former imposes two-dimensional Fourier transformation on the images to filter the noise with low-pass filtering or enhance edges or profiles with high pass filtering to make the blurred objects clear. The latter usually executes spatial filtering that performs local average operation with specially designed filtering template to remove or weaken noise or to outstand the object features.

In spatial domain, the image enhancement method can be mathematically described as

\[ g(x, y) = f(x, y) * h(x, y) \] (1)

where \( f(x,y) \) is the original image, \( g(x,y) \) is the output image, \( h(x,y) \) is the transformation function of the spatial domain with \( x \) and \( y \) be the spatial coordinates or index number of the individual pixel of the image. The symbol “ \(*\” take the meaning of convolution that are a two-fold integration across the image place.

Similarly, in frequential domain, image enhancement operation is implemented by multiplying the Fourier transformation of the original image with a desired frequential filter, that is

\[ G(u, v) = F(u, v) * H(u, v) \] (2)

where \( F(u, v) \) is the Fourier transformation of \( f(x,y) \), \( H(u, v) \) is the frequential filter, and \( G(u, v) \) is the frequential domain counterpart of \( g(x,y) \).

The key point of the convention image enhancement method is the design of the spatial transformation function or its Fourier transformation. Usually, these functions, such as gamma transform, histogram equalization, contrast or brightness stretching, etc, are difficult to determine due to their parameters are case dependent necessitating individual adjustment according to relevant experience, which leads to poor performance to the generalization and robustness of them, and be easy to cause over fitting phenomenon.

B. The idea of FHNet based image enhancement

To overcome the above-mentioned shortcomings in the conventional image enhancement method, this paper proposes a novel image enhancement method based on the deep learning method, which inherit the idea of the conventional method but equip with the deep learning method.

Similar to the conventional image enhancement method, this proposed image enhancement method processes the original image with some transformation (linear transformation or nonlinear transformation), which can be mathematically described as:

\[ G = H \cdot F \] (3)

here \( F \) represents the original input, \( H \) is the transformation matrix. Different from the classical method where the input is the original image or its Fourier transformation, the input \( F \) in above equation is not the original image or its Fourier transformation, but its convolution with four-layer deep learning neural Net.

This paper constructs a full convolution Network with the deep learning method to learn the transform matrix \( H \) at low lever resolution picture. For the convenience, in this paper, the proposed convolution neural Net is thus called as FHNet.
III. MODEL CONSTRUCTION

A. The basenet of FHNet architecture

The structure of our proposed FYNet is shown in Fig.1. It can be seen that from Fig.1, FYNet can be considered as the combination of two sub Nets, one is FNet that utilize ResNet architecture related with the input image F, the other is the HNet that related with the transform matrix H.

The FNet utilize basic unit of the ResNet to extract the feature information of input image since it is easy to modify and extend without the worry of Net performance degradation given that the training data is enough and the network is deepened gradually.

The architecture of the basic unit of the ResNet is called residue blocks, of which the structure can be seen in the Fig.2. In this paper, there are 4 residue blocks. The structure of residue block in this paper can be seen in Fig.2. Each residue block has two paths: one is G(x) path, the other is x path that is typically called as shortcut path. The addition symbol in the Fig.2 is the element-wise addition, requiring that the size of the element that involved in the calculation is the same. The core problems related with the residue block lies in three aspects:(1)the design of residue path;(2)the design of the shortcut; and (3)the connection of the residue blocks.

For the design of residue path. Each residue block consisting of at least two or more convolution layers, is fit to a fitting function G(x), with G(x):=P(x)-x, where P(x) is an expected potential mapping, G(x), and x be the sample. Obviously, G(x) is the residue of the expected potential mapping P(x) and x. Therefore, instead of directly searching the expected potential mapping P(x), residue blocks can learn to push the residue G(x) to zero, rather than fit an identity mapping P(x)=x by a stack of linear or nonlinear layers. This path is also called P(x) path as seen in Fig.2. Actually, according to difference in the structure, the residue path can also be classified into two categories: bottleneck block and basic block. The bottleneck block includes two convolution layers, which is used to firstly reduce and then increase the calculation dimension to reduce the computation complexity; and the basic bock does not include bottleneck, instead it only contains two convolution layers. In this paper, we select the basic block as the residue path due to its simple structure as seen in Fig.2.

Similarly, shortcut can also be classified into two classes in the light of the size and the quantity of the feature map are changed or not by the residue path. One kind of shortcut keeps the x unchanged when it is output to the element-wise adder; the other kind is instead necessary to modify the dimension of the sample to match the size or shape of the residue path. In this paper, to make information can be smoothly transmitted in forward and backward propagation, we keep the "purity" of the shortcut path by moving the rectified linear unit (ReLU) to the residue path.
and as far as possible decreasing the use of convolution operation.

As the connection of the residual blocks, after a rectified linear unit, the \( G(x) + x \) is directly used as the input \( x \) of the next residue block. In addition, the shortcut of the next residue block is simply connected with the input \( x \) with identity.

This proposed ResNet-18, compared with plain net[35,36] and VGG-19 net[37], which has no shortcuts in their networks, ResNet-18 which has 18 residue blocks, has more control dimension to avoid the network performance “degradation”, for example, the shortcut paths alter the back propagation from multiplication to addition so that the final loss of the network in the back propagation can be lossless direct to each block, meaning that the weight update of each block directly affects the final loss. Compared with the basic units of the VGG-19 weight update of each block directly affects the final loss. Compared with the basic units of the VGG-19 net[37], the residue blocks needs not a pooling layer for each residue block for the data scale reduction, instead the final desired feature can be sufficiently obtained with a global average pooling layer rather than with a full connection layer, thus greatly improves the processing efficiency.

Detailly, let \( x_i \) and \( x_L \) be the respective input of the \( l \)th block and L the block, the relationship of them can be mathematically obtained as[35,36]:

\[
x_L = x_i + \sum_{i=1}^{L} F(x_i, w_i)
\]

(4)

where \( x_i \) and \( w_i \) are the input and weight of the \( l \)th layer. The back propagation relationship can be figured out as[36]:

\[
\frac{\partial E}{\partial x} = \frac{\partial E}{\partial x_i} = \frac{\partial E}{\partial x_l} \left( 1 + \frac{\partial}{\partial x_i} \sum_{i=1}^{L} F(x_i, w_i) \right)
\]

(5)

with be the back-propagation gradient. The “1” in the back propagation has a good property, which can effectively avoid gradient disappearance and gradient explosion for the back propagation between any two layers, due to the equal mappings of the \( h \) with \( x_{i+1} = y_i, \quad y_i = h(x_i) + F(x_i, w_i) \) and \( h(x_i) = x_i \).

If the first term in Eq(5) is made to be a scale factor greater than or less than 1, the gradient may explode or disappear after the multiplication of several back propagations. The more layers, the more obvious it is. This is also the reason why ResNet performs better than highway network. It should be noted that the BN layer solves the gradient disappearance and explosion of plain net, and the “1” here can avoid the gradient disappearance and explosion on the short cut path.

B. The structure parameters of FHNNet

After the four residue blocks, the output data goes through another convolution layer, and after that outputs a \( 64 \times 64 \) transformation matrix \( H \). The transformation matrix \( H \) is the target matrix and is up sampled to \( 512 \times 512 \). Utilizing the transformation matrix \( H \), the final processed image is got with Eq(3).

The parameters of the Network are given in the Tab.1. Let the size of the input image be \( 256 \times 256 \). The input image is a color map has three channels, that are red, blue and green channels. The first convolution layer of FHNNet, e.g. Conv_1, has 16 channels or convolution kernels, and the downsampling in this layer is performed with a stride of 1 so that the size of the output data keeps unchanged.

The Res_1 layer has 32 channels with the downsampling stride be 2. So, the size of the output data from the layer Res_1 is reduced to be \( 256 \times 256 \). The number of the following layers Res_2, Res_3 and Res_4 are 32, 64 and 64 respectively, and the downsampling stride are 1, 2 and 1. Thus, after the four Residue blocks, the size of the trained data is changed to \( 128 \times 128 \).

<table>
<thead>
<tr>
<th>Table I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer name</td>
</tr>
<tr>
<td>Input</td>
</tr>
<tr>
<td>Conv_1</td>
</tr>
<tr>
<td>Res_1</td>
</tr>
<tr>
<td>Res_2</td>
</tr>
<tr>
<td>Res_3</td>
</tr>
<tr>
<td>Res_4</td>
</tr>
<tr>
<td>Conv_2</td>
</tr>
</tbody>
</table>

The second convolution layer Conv_2 receives the output data from the training Network, reshape it into the three red, blue and green channels again. The Conv_2 layer performs again a stride 2 convolution for the feature combination and channel number reduction. The Conv_2 also reduce the size of the input data from \( 128 \times 128 \) to \( 64 \times 64 \). Finally, the
size of feature map, e.g. the transformation matrix H, is $64 \times 64$.

It deserves to note that the goal of FHNet is to learn the transformation process of image enhancement, rather not the effect of image enhancement itself. The final output of FHNet is the low resolution transformation matrix H ($64 \times 64$). In the process of inference, one only need to up sample the transformation matrix H to the resolution of the original image, and then transform it to achieve the effect of image enhancement. For example, if the original image resolution is $512 \times 512$, if it is directly input into the network, it will easily lead to the problem of memory exhaustion. Therefore, it is necessary to sample $256 \times 256$ or even $96 \times 96$ resolution map before input into the network. In this way, the network only needs to output a low-resolution transformation matrix H. With the transformation matrix H, the image enhancement is achieved. Compared with the image enhancement with the various conventional neural networks which train and learn the image itself, our FHNet is faster and more effective than the neural network with direct output of enhanced images.

C. Data Set

We use the DPED (DSLR photo enhancement dataset) data set, of which the photos captured by the smartphones are used as the input and the photos taken by the SLR are used as the target. We take the photos with three different smartphones and a digital SLR camera. These photos are taken synchronously in the same field. Devices we have used to collect data include iPhone 11, Huawei P30 Pro, XiaoMi 10Pro and Canon 70D DSLR. To ensure that all devices take photos at the same time, they are mounted on a tripod and remotely photographed through a wireless control system.

In one week, more than 20000 photos were collected with these devices, including 4000 from iPhone 11, 5000 from Huawei P30 Pro, 5000 from Huawei and 4400 from Canon 70D DSLR; for each smartphone photo, there was a corresponding photo from Canon SLR camera. These photos were taken during the day in various places, under different light and weather conditions. Images are taken in automatic mode, and we use default settings for all cameras throughout the acquisition process.

The photos, though synchronously captured, are not perfectly aligned as the cameras are with different viewing angles, focal lengths and placed in different positions. To solve this problem, additional non-linear transformations (NLT) is performed with SIFT features. NLT extracts the intersection part between phone and DSLR photos, and then take use of the obtained aligned image fragments to extract patches of desired size for CNN training.

D. Loss Function

We use the mean square error (L2 loss) as the loss function for the model training

$$MSE = \frac{1}{n} \sum_{i=1}^{n} \left( y_i - p_i \right)^2$$

where $y_i$ is the input data, and $p_i$ is the expected data.

E. Training Procedure

DPED data is used as the training data of this model. The original image of DPED (such as iPhone 11, Huawei P30 Pro and Xiaomi 10 Pro) is input, and the target image is the enhancement effect image of SLR camera. In essence, FHNet here is the transformation process of learning from ordinary photos to the enhancement image of SLR camera.

In training strategy, we use Adam optimization algorithm, the initial learning rate is set to 0.001, and the learning rate is reduced once in 30, 60 and 120 cycles (epoch), decay=5e-4. The variation of the learning rate with the iteration steps is shown in Fig.3, where it can be seen that only after 20 learning steps, the learning rate can be lowered to 1e-3, indicating that the learning efficiency of our proposed method can be very fast.

Fig.4 and Fig.5 show the training curve of PSNR and L2 loss respectively. It can be seen from Fig.4 and Fig.5 that after 40 cycles of the next iteration, the model starts to stabilize, and the final model convergence can reach 21.8, and L2 loss is less than 0.12.
IV. PERFORMANCE AND RESULTS

Fig. 6 depicts the original image with the size to be $512 \times 512$ that captured with Huawei P30 Pro. The left picture in Fig. 7 is the input image of the size of $256 \times 256$, down-sampled from the original image (Fig. 6), and the right is the image of the transformation matrix which is up-sampled from $64 \times 64$ to $256 \times 256$. Fig. 8 is the comparison of the original image with the enhanced image. From Fig. 8, it can be seen that, in the image, the leaves of Dracaena Fragrans are significantly enhanced compared with other parts of the image, indicating that our proposed image enhancement is very effective.

The characteristics of our proposed image enhancement lie in three aspects:
(1) Learning the transformation process, rather than learning the effect of image enhancement: most existed Gan networks directly output the effect map, so they learn the effect of image enhancement directly. In this scheme, the FHNet is constructed to train the transformation matrix H. What the model learns is the transformation process of image enhancement, not the effect of image enhancement. And, the final enhancement effect is completed by a simple linear transformation, that is, \( G = H \cdot F \).

Besides, the transformation matrix H can be learned from the low-resolution image. In the process of reasoning, low resolution transformation matrix H can also be obtained by low-resolution graph reasoning. For example, if the original image resolution is 1024 \( \times \) 1024, if it is directly input into the network, it will easily lead to the problem of memory exhaustion. Therefore, it is necessary to sample 256 \( \times \) 256 or even 96 \( \times \) 96 resolution map before input into the network. In this way, the network outputs a low-resolution transformation matrix H, and then applies the transformation matrix H to the resolution of the original image, and then performs linear transformation: \( G = H \cdot F \).

(2) Effectively solve the problem of color distortion: it is easy to cause image distortion by directly up sampling (scaling) the original image. In this scheme, the low-resolution transform matrix H is to be up sampled to the size of the original image, and then transformed with the original image. Scaling the transform matrix H will not affect the texture details of the original image. Therefore, this scheme can effectively avoid the problem of image distortion.

(3) Small memory consumption, low computation cost and high speed: the biggest problem of full convolution network is that it takes up more memory. Most of Gan network is trained on low rate map, and then reasoning and testing in full resolution map.

Therefore, in the process of reasoning, Gan network has the disadvantages of large memory and slow speed. FHNet can be trained in low-resolution graph, and can also be used for reasoning and testing in low-resolution graph, so as to reduce the amount of calculation and memory consumption. Therefore, it can effectively solve the problem of high memory and slow speed in the reasoning process of Gan network. At present, GPU test on computer can process \( > 50 \text{FPS} \) in real time, and in Android test, it can reach the speed of 15-25fps.

V. CONCLUSIONS

In conclusion, the proposed image enhancement method based on FHNet to train the transformation function is effective for the feature enhancement of the image. FHNet utilizes four residue blocks of the ResNet-18 as the basenet to train the transformation function or matrix of the image. With the learned information contained in the transformation matrix, the enhancement of the image feature is easily implemented with multiplying the transformation matrix with the input images, which can rapidly return a enhanced image with high quality.

Compared with conventional method, this proposed method possess the following characteristics: (1) Learning the transformation process, not learning the effect of image enhancement; (2) Effectively solve the problem of color distortion; (3) Small memory consumption, low computation cost and high speed.
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