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Abstract: 

As the infrastructure of cloud computing, the research of data center network has been the focus in 

recent years.The data center network is undergoing profound changes, and a large number of 

highperformance network topology has been proposed. The Hamiltonian Properties of the network has a 

wide range of applications. Then the use of Hamiltonian circles or Hamiltonian paths on the data center 

network can effectively reduce or avoid deadlock and congestion. At the same tine, since server or link 

failures are unavoidable in the network, it is meaningful to study the fault-tolerant Hamiltonian properties. 

In this paper, First of all, the network structure of the cloud computing data center is discussed from two 

categories: switch-centric networks and server-centric networks. In addition, the network structure with 

fault-tolerant Hamiltonian properties is studied, and finally the general method of analyzing fault-tolerant 

Hamiltonian properties based on structure induction is summarized. 
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In the past decade, cloud computing and data 

center networks have developed rapidly. Cloud 

computing has been widely used in industry and 

academia.It provides an innovative way to organize 

computing resources and plays an increasingly 

important role in education, scientific research, 

energy, medical and other related fields [1]. As the 

infrastructure of cloud computing, the data center 

network connects a large number of servers through 

high-speed links and switching equipment. It is the 

physical carrier for the data center to provide users 

with information services[2]. The performance of 

the data center network largely determines the 

performance of cloud computing, so the 

performance of cloud computing can be improved 

by building a data center network with good 

performance. In recent years, people have studied 

some network structures of data center, which are 

mainly divided into two categories: switch-centric 

and server-centric network structures. 

In a switch-centric network structure, the server 

is only responsible for sending data packets to the 

network and receiving data packets fromthe 

network, while the switch looks for communication 

paths between servers and relays data packets. For 

example, structures such as Fat-Tree [3] and VL2 [4] 

fall into this category. On the other hand, in a 

server-centric network, servers act not only as 

source or target nodes, but also as relay nodes for 

each other. Tasks such as routing and addressing 

are placed on the server, and the switch acts as a 

link between packets from one side to the other. For 

example, structures such as DCell [5], BCube[6], 

FiConn[7] and HCN[8], are all server-centric 

network topologies. Data center network can be 

expressed asa simple undirected graph 

G=(V(G),E(G)),V(G) andE(G)respectively 

represent vertex set and edge set in graph G, while 

vertex and edge respectively represent server and 

link connecting server in data center network. The 

Hamiltonian properties of the network has 

important applications in information 

communication[5]. If the Hamiltonian path or the 

Hamiltonian circle is used in the multicast routing 

algorithm of the data center network, it can 

effectively reduce or avoid deadlock and congestion. 

At the same time, as the scale of data center 

networks continues to expand, it is inevitable that 

servers or links will fail, so it is very meaningful to 

study the fault-tolerant Hamiltonian properties of 

data center networks. 

This work is organized as follows, SectionⅡ
categorizes the data center network topology.Then, 

Section Ⅲ analyzes and summarizes the fault-

tolerant Hamiltonian properties of the data center 

network structure and general proof methods. 

Finally, we make a conclusion in SectionⅣ . 

II. THE CLASSIFICATION OF DATA CENTER 

NETWORK TOPOLOGIES 

A. Switch-centric network topology 

Fat-Tree: In order to solve the problems of poor 

scalability of traditional data center networks, high 

construction costs, small network bandwidth and 

single node failure, Mohammad Al-Fares et al.  

proposed the Fat-Tree network structure. As shown 

in Fig.1, the Fat-Tree structure uses three layers of 

ordinary switches for networking, from top to 

bottom are the core layer, the aggregation layer and 

the edge layer. It not only adopts a large number of 

cheap commercial switches to avoid the high cost 

of expansion. In addition, a fully connected method 

is adopted at the aggregation layer and the edge 

layer, and multi-path routing technology is adopted 

to provide a large bisection bandwidth for server 

communication. 
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Fig. 1Fat-tree network structure 

VL2: Albert Greenberg et al. proposed the VL2 

(Virtual Layer 2) data center network structure to 

improve the scalability of the tree structure and the 

flexibility of dynamic resource allocation. As 

shown in Fig.2, the physical topology of the 

structure is three layers, and the logical topology is 

two layers. The aggregation layer switches and the 

core layer switches are completely interconnected 

to form a complete two-part graph. In addition, the 

structure has flexible expansion, can support a large 

number of servers, and can ensure high network 

bandwidth between servers. 

 

Fig. 2  VL2 network structure 

B. Server-centric network topology 

DCell is a server-centric network structure. At 
the same time, DCell has excellent scalability and 
can adapt to the increasing data center network. The 
DCell network structure is defined in a recursive 
way, that is, the high-level DCell network structure 
is fully connected by multiple lower-level DCell 
network structures. And the basic element is 
DCell(n, 0), that is DCell0, which has n servers and 
a mini-switch.Suppose we use ,k n

t to denote the 

number of servers of DCell(n,k).For 1k  , DCell(n, 

k) is constructed from 1, 1
k n

t   DCell(n, k-1)s.A 

structure graph of DCell(4,1) is shown in Fig.3.We 
can find that a DCell(4, 1) is composed of 5 
DCells(4, 0). 

 
Fig. 3  Network structuregraph of  DCell(4, 1) 

Similar to DCell(n, k), BCube(n, k) is also a 

recursively defined network structure. Each server 

in BCube has k+1 ports, and there are k+1 parallel 

paths between any two servers. Through this 

construction method, the BCube network can also 

provide better scalability and higher network 

bisection bandwidth. Fig.4 is the network structure 

graph of BCube(4, 1). 

 

Fig. 4  Network structuregraph of  BCube(4, 1) 

FiConn and DCellshare the same design 

principles and are also a recursive structure. 

However,DCell uses servers equipped with multiple 

network ports and mini-switches to construct its 

recursively defined architecture, while FiConn's 

server node degree is all 2, and it is all composed of 

dual-port servers, which are interconnected through 

the available backup ports on each server. The 

FiConn network is a low-cost structure that avoids 

the use of expensive switches and does not increase 

http://www.ijctjournal.org/


International Journal of Computer Techniques -– Volume X Issue X, Year  

ISSN :2394-2231                                        http://www.ijctjournal.org Page 4 

the hardware cost of the server. It also has high 

scalability and can accommodate hundreds of 

thousands of servers with low diameter and high 

bisection bandwidth. Fig 5 is the network structure 

of  FiConn(4, 1).  

 

Fig. 5  Network structuregraph of  FiConn(4, 1) 

The HCN network topology is a recursively 

defined network structure composed of dual-port 

servers and n-port commodity switches. In addition, 

HCN(n, k) is a network structure with excellent 

performance. And it is an efficient interconnection 

structure with low equipment cost. Furthermore, it 

has a high degree of regularity, scalability and 

symmetry, which is in line with the modular design 

of the data center. Fig.6 is the network structure 

graph of HCN(4, 2). 

 

Fig. 6  Network structuregraph of  HCN(4, 2) 

III. ANALYSIS AND SUMMARY OF FAULT-

TOLERANT HAMILTONIAN PROPERTIES BASED 

ON STRUCTURAL INDUCTION 

Generally, various errors will inevitably occur 

during the operation of large-scale networks. The 

fault elements in the study of fault tolerance in the 

network structure are mainly divided into three 

categories, one is the fault element as a vertex, and 

the other is the edge. Another category is that in 

practical applications, the distribution of fault 

points and edges may be concentrated or localized, 

that is, fault elements can also be regarded as 

substructures of the graph, which are called 

structural faults. 

A graph G is Hamiltonian if there exists a 

Hamiltonian cycle which is a cycle containing all 

the vertices of the graph G and it is Hamiltonian-

connected if there exists a Hamiltonian path which 

is a path containing all the vertices of the graph G 

connecting any pair of vertices. 

For the fault element set is ( ) ( )F V G E G  and

| |F f , graph G F  has a Hamiltonian cycle 

(respectively, there is a Hamiltonian path between 
any two distinct vertices), then graph G is called f-
fault-tolerant Hamiltonian (respectively, f-fault-
tolerant Hamiltonian connected). If the fault 
element set is ( )F V G  (or ( )F E G ) and

| |F f , graph G F  has a Hamiltonian cycle,then 

graph G is called f-vertice-fault-
tolerantHamiltonian (respectively, f-edge-fault-
tolerant Hamiltonian)[9]. 

A. Fault-tolerant Hamiltonian structures have been proved   

DCell is a network structure with excellent 

performance, and its fault-tolerant Hamiltonian 

properties have been studied. Wang et al. [10] 

studied the fault-tolerant Hamiltonian properties of 

the DCell network, and mainly proved by 

mathematical induction that for any integer 2n    

and 0k  , DCell(n, k) is ( 4)n k  - fault-tolerant 
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Hamiltonian connected and ( 3)n k  - fault-tolerant 

Hamiltonian. 

In the current research on network topology, 

hypercubes and deformations are often used as 

network models. Most of the network structure of 

the data center is based on the hypercube network 

and its deformation. For example, theBCube 

structure is based on the generalized hypercube [11] 

structure. The CamCube [12] network is also based 

on the data center network topology proposed by a 

k-ary n-cubes network [13]. Therefore, the study of 

the fault-tolerant Hamiltonian properties of  

hypercubes and their deformed structures is of great 

significance to the fault-tolerant Hamiltonian 

properties of data center network topology. 

Literature [14] proved that for 2n  , hypercube   

n
Q is 2n  -edge-tolerant Hamiltonian connected. 

The crossed cube n
CQ  is the deformed structure of 

the hypercube n
Q . Literature [15] gives that for 

3n  ,
n

CQ is 2n  -fault-tolerant Hamiltonian and 

3n -fault-tolerant Hamiltonian connected. Then, 

literature [16] studied for 5n  , Locally Twisted 

Cube n
LTQ and Mobius cube n

MQ are 2n  -fault-

tolerant Hamiltonian connected. Zhang et al. and 

Ashir et al. studied the fault-tolerant Hamiltonian 

problem in k-ary n-cube networks in the existence 

of edge failures [17-18]. Lu et al. studied the fault-

tolerant Hamiltonian problem in k-ary n-cube 

networks based on structural faults, and also proved 

that k

n
Q is 4( 2)n  -fault-tolerant Hamiltonian and 

fault-tolerant Hamiltonian connected [19]. 

B. Unproven fault-tolerant Hamiltonian structure 

So far, there are still a large number of high-

bandwidth, high-scalability, and flexible network 

structures that have not been proven fault-tolerant 

Hamiltonian properties. For instance, Literature [20] 

studied the Hamiltonian properties of BCube, but 

the fault-tolerant Hamiltonian properties of BCube 

need to be further studied. The fault-tolerant 

Hamiltonian of high-performance data center 

network structures such as FiConn and HCN have 

not been studied yet. To prove and study the fault-

tolerant properties of these structures is of great 

significance to the expansion and fault-tolerant 

development of data center networks. 

C. Summarize the general method of proving fault-tolerant 

Hamiltonian properties based on Structural induction  

Structural induction is a method of proof used in 

mathematical logic, computer science, graph theory 

and some other mathematical fields (for example, 

the proof of Los's theorem). It is a specialized 

mathematical induction. The proof of structure 

induction is to prove that the proposition holds for 

all minimal structures, and if it holds in the basic 

structure of a structure G, then it must also hold in 

the whole G. 

Let X(n, k) denote DCell(n, k), BCube(n, k), 

FiConn(n, k), HCN(n, k), etc. X(n, 0) describes the 

basic element in these network structures, which 

has n servers and a mini-switch. The data center 

network structure can be represented as a graph, 

with vertices representing server nodes in the 

network, and edges representing links in the 

network structure. The study of fault-tolerant 

Hamiltonian properties of data center network 

structure is actually the study of fault-tolerant 

Hamiltonian properties of graphs. When we prove 

fault-tolerant Hamiltonian properties, enumeration 

or computer search are often used to prove the low 

level structure of the network. Then, the fault-

tolerant Hamiltonian properties of high level 

network structures are usually proved by structural 

induction and mathematical analysis. The proof 

method is mainly divided into the following three 

steps. 

1. X(n, 0) ignores the switch, takes the server as 

the node, and the link is abstracted as a graph as a 

connection, and then a complete graph. There is a 
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Hamiltonian path between any two points in the 

complete graph, and after removing f (f

2n  )faulty nodes, any two points still have a 

Hamiltonian path, so X(n, 0) is n-2-fault-tolerant 

Hamiltonian connected and n-3-fault-tolerant 

Hamiltonian. 

2. Since X(n, k) is a recursive structure, X(n, k) is 

composed of multiple X(n, k-1). According to the 

structural induction method, we already know that 

X(n,0) is f-fault-tolerant Hamiltonianconnected in 

the first step, and then we inductively assume that 

when k = t-1 ( 2t  ), X(n, t-1) is f-fault-tolerant 

Hamiltonian connected. 

3. Through the inductive hypothesis of X(n, t-1) 

in the second step, and then divide the situation to 

prove that X(n, t) is f-fault-tolerant Hamiltonian 

connected. That is, X(n, k) is f-fault-tolerant 

Hamiltonian connected. 

IV. CONCLUSIONS 

With the rapid development of cloud computing 

technology, the field of data center is currently 

undergoing unprecedented and profound changes. 

The network topology occupies a major position in 

the data center. In practice, the vertices and edges 

of the network may fail, so it is of great practical 

significance to study the fault-tolerant properties of 

the network structure.The Hamiltonian property is 

one of the important indicators to measure the 

performance of the network structure. In this paper, 

we mainly analyzes and summarizes the fault-

tolerant Hamiltonian properties of the data center 

network. Firstly, classify the data center network 

topologies, and then summarize the structure of the 

data center network that has been proved 

Hamiltonian and the structure that has not been 

proven. Finally, we summarize the general proof 

method of fault-tolerant Hamiltonian properties 

based on structural induction. 
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